Chapter 12:  Inferences on Categorical Data

Section 12.1:  Goodness-of-Fit Test
Objectives:  Students will be able to:  


Perform a goodness-of-fit test
Vocabulary:  

Goodness-of-fit test – an inferential procedure used to determine whether a frequency distribution follows a claimed distribution.
Expected counts – probability of an outcome times the number of trials for k mutually exclusive outcomes

Key Concepts:  


Characteristics of the Chi-Square Distribution:  

1) It is not symmetric.

2) The shape of the chi-square distribution depends on the degrees of freedom (just like t-distribution)

3) As the number of degrees of freedom increases, the chi-square distribution becomes more nearly symmetric

4) The values of χ² are nonnegative; that is, values of χ² are always greater than or equal to zero (0)


Goodness of Fit Test (Classical or P-value)

1. Determine null and alternative hypothesis (H0:  random variable follows claimed distribution)

2. Select a level of significance α based on seriousness of making a Type I error

3. a.  Calculate the expected counts for each of the k categories
b.  Verify requirements of goodness-of-fit test are satisfied
     1) All expected counts are greater than or equal to 1 (all Ei ≥ 1)
     2) No more than 20% of expected counts are less than 5
c.  Compute the Test Statistic

4. Determine the p-value or critical value using level of significance (hence the critical or reject regions)

5. Compare the critical value with the test statistic (also known as the decision rule)

6. State the conclusion
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Example:  Given the following samples of M&Ms.  Test the hypotheses that they are from peanut M&Ms.

	
	Yellow
	Orange
	Red
	Green
	Brown
	Blue
	Totals

	Sample 1
	66
	88
	38
	59
	53
	96
	400

	Sample 2
	10
	9
	4
	16
	9
	7
	55

	
	
	
	
	
	
	
	

	Peanut
	0.15
	0.23
	0.12
	0.15
	0.12
	0.23
	1

	Plain
	0.14
	0.2
	0.13
	0.16
	0.13
	0.24
	1

	
	K = 6 classes (different colors)
	

	
	
	CS(5,.1)
	CS(5,.05)
	CS(5,.025)
	CS(5,.01)
	
	

	
	
	9.236
	11.071
	12.833
	15.086
	
	


Sample 1:


Hypothesis:
H0:




H1:


Test Statistic:

	
	Yellow
	Orange
	Red
	Green
	Brown
	Blue
	Totals

	Observed
	66
	88
	38
	59
	53
	96
	400

	Expected
	
	
	
	
	
	
	400

	Chi-value
	
	
	
	
	
	
	



Critical Value:


Conclusion:

Sample 2:


Hypothesis:
H0:




H1:


Test Statistic:

	
	Yellow
	Orange
	Red
	Green
	Brown
	Blue
	Totals

	Observed
	10
	9
	4
	16
	9
	7
	55

	Expected
	
	
	
	
	
	
	55

	Chi-value
	
	
	
	
	
	
	



Critical Value:


Conclusion:

Homework:  pg 638 - 641; 1-3, 5, 9, 12, 18

Section 12.2:  Contingency Tables and Association
Objectives:  Students will be able to:  


Compute the marginal distribution of a variable

Use the conditional distribution to identify association among categorical data
Vocabulary:  

Contingency Table – relates to categories of data

Marginal Distribution – a frequency or relative frequency of either the row or column variable in the contingency table
Conditional Distribution – lists the relative frequency of each category of a variable, given a specific value of the other variable in the contingency table.
Key Concepts:


To describe the association between two categorical variables, relative frequencies must be used, because there will likely be different numbers of observations for each of the categories
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Problem #11, page 650

Abortions in thousands completed in a year,

by age and year

Percentages in total cells represents the 

marginal distributions

Percentages in other cells represent the

conditional distributions (cell ⁄column total)

Total numbers going down; conditional % under 19

decreasing; conditional % over 25 increasing; 

conditional % between 20 –24 pretty constant

An alternative graph

Conditional Distribution graph


Homework:  pg 647 – 651:  1, 3, 4, 7, 11, 13
Section 12.3:  Tests for Independence and the Homogeneity of Proportions
Objectives:  Students will be able to:  


Perform a test for independence

Perform a test for homogeneity of proportions

Vocabulary:  

Chi-Squared Test for Independence – used to determine if there is an association between a row variable and a column variable in a contingency table constructed from sample data
Expected Frequencies – row total * column total / table total

Chi-Squared Test for Homogeneity of Proportions – used to test if different populations have the same proportions of individuals with a particular characteristic

Key Concepts:


Chi-Squared Test for Independence
1. Determine null and alternative hypothesis 
H0:  row variable and column variable are independent
H1:  row variable and column variable are dependent
2. Select a level of significance α based on seriousness of making a Type I error

3. a.  Calculate the expected frequencies for each cell in the contingency table
                                               (row total)(column total)
        Expected Frequency = --------------------------------
                                                           table total
b.  Verify requirements of goodness-of-fit test are satisfied
     1) All expected counts are greater than or equal to 1 (all Ei ≥ 1)
     2) No more than 20% of expected counts are less than 5
c.  Compute the Test Statistic

4. Determine the p-value or critical value using level of significance (hence the critical or reject regions)

5. Compare the critical value with the test statistic (also known as the decision rule)

6. State the conclusion
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Homework:  pg 662 - 667:  1, 4, 5, 11, 12, 16
Chapter 12:  Review

Objectives:  Students will be able to:  


Summarize the chapter


Define the vocabulary used


Complete all objectives


Successfully answer any of the review exercises

Vocabulary:  None new

Key Concepts:


Expected Counts in a Goodness of Fit Test:            Ei = μi = npi

for i = 1, 2, …, k
                                                                                (Oi – Ei)2

Chi-Square Test Statistic:              χ2 =  Σ  ------------               for i = 1, 2, …, k

                                                                                      Ei
                                                                                                                                                (row total)(column total)


Expected Frequencies in a Test for Independence            Expected Frequency = ---------------------------------

                                                                                                                                                           table total

Problem 1:  Which probability distribution do we use when we want to test the counts of a categorical variable?
1) The normal distribution
2) The chi-square distribution
3) The t-distribution
4) The categorical distribution 
Problem 2:  In the test of a categorical variable, to compare the observed value O to the expected value E, we use the quantity
1) O – E
2) E – O 
3) E2 – O2
4) (E – O)2 / E
Problem 3:  A contingency table has what types of marginal distributions?
1) A row marginal distribution and a column marginal distribution
2) A marginal distribution for each combination of row and column value
3) One marginal distribution that summarizes the entire set of data
4) A different marginal distribution for each different relative frequency 
Problem 4:  If a contingency table has variables “Gender” and “Color of Eyes”, then which of the following is a conditional distribution?
1) The number of males with blue eyes
2) The number of females who have either brown eyes or green eyes
3) The proportion of the population who are male
4) The proportion of females who have blue eyes
Problem 5:  In a contingency table where one variable is “Day of Week” and the other variable is “Rainy or Sunny”, a test for independence would test

1) Whether rainy days are independent of sunny days
2) Whether rainy or sunny days are independent of the day of the week
3) Whether Sundays are independent of Saturdays
4) Whether weekdays are independent of weekends
Problem 6:  For a study with row variable “Color of Car” and column variable “Gender”, if 18% of males have blue cars, then the null hypothesis for the test for homogeneity would assume that
1) 18% of males have white cars
2) 18% of males do not have blue cars
3) 18% of females do not have white cars
4) 18% of females have blue cars
Homework:  pg 669 – 673; 1, 4, 8, 9, 12, 15
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Problem #11, page 650



Abortions in thousands completed in a year,

 by age and year



Percentages in total cells represents the 

marginal distributions



Percentages in other cells represent the

conditional distributions (cell ⁄column total)



Total numbers going down; conditional % under 19

decreasing; conditional % over 25 increasing; 

conditional % between 20 – 24 pretty constant

An alternative graph

Conditional Distribution graph

		Age 
(yrs)		Year		Total

		1990		1995		2000

		≤ 19		369
22.86%		274
20.15%		244
18.57%		887
20.69%

		20 - 24		532
32.96%		441
32.43%		430
32.72%		1403
32.72%

		≥ 25		713
44.18%		645
47.43%		640
48.71%		1998
46.60%

		Total		1614
37.64%		1360
 31.72%		1314
 30.64%		4288
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		Reject null hypothesis, if
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